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Abstract 

Forecasting agricultural output plays an important role in government policies. In recent years, Vietnam has 

always had an oversupply crisis. Accurate forecasting of agricultural output helps state agencies be proactive 

in finding output for products and measures to reserve when supply exceeds demand. In case demand exceeds 

supply, it will push households to increase productivity or add more crops as well as increase acreage to be 

able to meet the needs of the agricultural market. 

There are many methods to forecast a continuous quantity such as linear regression, co-integrated moving 

average (ARIMA) autoregressive models, and artificial neural networks... This paper uses the random forest 

regression tool to predict and compare with the multiple linear regression method. Using India's agricultural 

data we found that the Random Forest method gave much better results. We will use the Random Forest tool to 

forecast Vietnam's agricultural output when sufficient data is collected. 
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1. INTRODUCTION 

In developing countries, many people consider agriculture the main source of income. In recent years, 

agricultural growth has been driven by environmental and technical innovations. In addition, the use of 

information technology can increase the accuracy of decision-making, and thus farmers can profit in the best 

way. Therefore, the process and techniques of data mining related to agriculture need to be paid more attention 

to and used to be able to find knowledge from that data to make optimal decisions in agricultural production and 

consumption. 

Vietnam is a fairly populous country with a population of more than 100 million people and is the second 

largest rice exporter in the world. Agriculture is an important sector affecting the economy of Vietnam, it 

contributes up to 13.5% of Vietnam's gross domestic product (GDP) and provides jobs for about 50% of the 

Vietnamese population. However, the production of crops is affected by different factors, such as soil type, 

rainfall, seed quality, etc. Therefore, a prediction system is needed to minimize loss and maximize crop yield 

and profit for farmers.  

This project’s scope is to investigate a crop profile dataset for the agricultural industry using machine learning 

techniques. We focus on implementing crop yield prediction systems using machine learning techniques by 

performing analysis on agricultural datasets. 

 

2. METHODOLOGY 

In agriculture, Machine Learning is considered a new field, as much work has been done with the help of 

machine learning in the field of agriculture. There are different philosophies put forward and evaluated by 

researchers worldwide in the field of agriculture and related sciences. 

CH. Vishnu Vardhan Chowdary, and Dr. K. Venkataramana [1], developed the ID3 algorithm to improve the 

crop yield quality of tomatoes, and it was implemented on the PHP platform, and the dataset was used in CSV 

format. Temperature, area, humidity, and tomato yield were the various parameters used in this study. Sujatha 

and P. Isakki [2] used data mining techniques for prediction: this model works based on different parameters 

like crop name, soil area, soil type, pH value, grain type, and water and also predicts crop outbreak and disease. 

In this way, one has the right to choose crops depending on climate data and required parameters. N. Gandhi, L. 

J. Armstrong, O. Petkar, and A. K. Tripathy [3], proposed SVM to predict the crop yield of rice. 
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2.1. Decision Tree algorithm 

2.1.1. Entropy 

 Given a discrete variable x taking the values with probabilities 
1 2
, , ...,

n
p p p (respectively) 

=

£ £ =å
1

0 1 ; 1
n

i i
i

p p . 

Denote =
1 2

( , , ..., )
n

p p p p . The entropy of the p-distribution is 

=

= - å
1

( ) log( )
n

i i
i

H p p p   

 

The entropy function has its minimum value if there is a value of = 1
i

p , and its maximum value if all 
i

p  are 

equal. 

2.1.2. ID3 Algorithm 

The sum of the weights of the entropy at the leaf nodes after building the decision tree is considered the loss 

function of that decision tree. The weights here are proportional to the number of data points assigned to each 

node. The job of the algorithm is to find reasonable ways of division (reasonable order of attribute selection) so 

that the final loss function has as small a value as possible. This is achieved by selecting an attribute such that if 

it is used for division, the entropy at each step is reduced by a maximum. 

Consider a problem with different C classes, working with a non-leaf node with data points belonging to a set S, 
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2.1.3. CART algorithm 

This algorithm is quite similar to ID3 but uses the Gini index instead of information gain. 
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 is the Gini index, similar to information gain. 

To avoid the case of overfitting (the model is very accurate on the training set but inaccurate on the test set), 

there are several methods: using a stop condition or pruning methods. 

2.2. Random Forest algorithm 

The Random Forest algorithm is done by selecting a set with n data and k random attributes from the dataset 

and using the Decision Tree algorithm with the selected dataset. 

The Random Forest algorithm will include many decision trees, each tree is built using the Decision Tree 

algorithm on different data sets and using different attribute sets. Then the prediction results of the Random 

Forest algorithm will be aggregated from the decision trees. 

 

2.3. Multiple regression model 

Assuming the population to be studied has N elements, a randomly selected n-element part of the population is 

called a sample. The results that are inferred from the observed sample are called estimators. The regression 

function and the regression model with the parameters to be estimated are called the sample regression function 

and the sample regression model. 

Sample regression model: 
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The regression function is the estimate of the population regression function, and the value of the sample 

regression function is the estimate for the expectation of the dependent variable. To estimate close to the 
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square). That is, 
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We need to find the set of parameters 
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If ¹det ( ' ) 0X X  we have the solution -= ( 1ˆ ' ) 'X X X Yb    is the estimate for the coefficient of the multiple 

regression model. 

 

3. DATA 

We have a database of more than 240 thousand records of agricultural production in India including data on the 

province, district, year, crop, area, and production. The productivity of each different land is different, the 

different seasons are different. The data, therefore, provide important information for forecasting output. 

However, the data here lacks rainfall, wind speed, and fertilizer amount, so the forecast results are somewhat 

inaccurate. 

 
Figure 1. Data used for the study 

 

Categorical variables have multiple values for each attribute. We encode the data into independent variables and 

take the output as the dependent variable. Take 80% data for training and 20% data for testing. 
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Figure 2. Data has been coded for forecasting 

 

 
Figure 3. Data used for testing 

 

4. RESULTS 

We use the linear regression model and Random Forest model to predict agricultural production based on 

geographical location, crop season, and cultivated area. The results by the linear regression model give much 

more inaccurate results even with many negative predictors (while the output is non-negative). 

For the random forest model, the accuracy is much higher. Here are the first 20 values of the forecast results 

using different models: 
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Figure 3. Forecast results by Randomforest method, Decision Tree, Linear Regression, and actual 

observed value - y_test. 

According to the results of Table 2, we see that the Random Forest method gives much more accurate results 

than other methods.

 



Impact Factor 3.582   Case Studies Journal ISSN (2305-509X) – Volume 11, Issue 9–Sep-2022 

http://www.casestudiesjournal.com/  Page 75 

 

Figure 4. Forecast results for the test set consisting of 48473 observations

 
Figure 5. The average absolute error of 3 methods 

Figure 5 gives the average absolute error (MAE) of the 3 methods compared to the test data set. This result 

shows that the Random Forest method has the smallest MAE. 

 

5. CONCLUSION 

This study tested three methods to forecast crop yields in different regions and seasons. The methods shown 

have different accuracy, in which the popular and traditional method, the linear regression method, is not 

suitable for forecasting in this data set. The decision tree method and the Random Forest method give more 

accurate results. The Random Forest method gives results that the absolute error is 10 times smaller than that of 

the linear regression method. 

In the next study, we will collect data from Vietnam to make forecasts and possibly policy implications from 

the forecasts for Vietnamese agriculture. 
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